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Fragmented landscape: science

Carbon Cycle Climate Change
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Two key issues…

• Renewed emphasis on fossil emission sources  

• Requires rethinking of strategy (scaling) 

• Observation networks 

• Firm robust limits (1.5/ 2 0C), or 200 Pg C



The Paris agreement



The five year cycle



17-18 or 35-41 years

Clark et al., last week 
Nat. Geosc.



Challenges
• What has changed since Paris?  

• Some issues with mesoscale models 

• Where uncertainties meet regional budgets: future 
satellite requirements 

• Closed country budgets? 

• Can we deliver in time and how?



The system of systems



What is needed?
Detection of hot spot. A hot spot is defined as a small area surrounded by a 
strong CO2 concentration gradient, because the area contains a large emitting 
CO2 source. This can be a large power plant, a megacity or any other activity 
characterized by strong CO2 emissions with different time evolution. 

Monitoring the emissions of the hot spot. Consecutive measurements are 
needed to link the measured emission level to previous measurements and to 
monitor local emission reductions of the activities within the hot spot. The accuracy 
of the measurements must ensure the capability to attribute CO2 emissions 
anomalies relative to the CO2 concentration background level. 

Assessing emission changes against local reduction targets. This concerns 
the monitoring of the implemented emission reduction strategies on the hot spots, 
which all add up to achieve NDC targets. In the EU this requires the monitoring, at 
the most appropriate time scale, of not only the point source facilities (which are 
under the Emissions Trading System) but also the megacities with peak emissions 
of transport and buildings. 

Assessing the national emissions and changes with 5 year time steps. This 
requires the entire screening of the full area covered by the country, in order to 
account for changes in emission patterns with new or occasional hotspots. 



Can we observe any 
reduction?

Peters et al., 2017



Emission hotspots

Graphic Greet Maenhout



How good are we at that?



Source – IPCC AR5 

•  Large discrepancies between bottom-up models and atmospheric inversions  
•  Tropics and high latitudes regions have almost no observation 
•  Large uncertainties ~100% on regional budgets ! 

The global carbon cycle can only be 
understood by measuring regional fluxes 
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Figure 6.15 |  (Top) Bar plots showing decadal average CO2 fluxes for 11 land regions (1) as estimated by 10 different atmospheric CO2 inversions for the 1990s (yellow) and 
2000s (red) (Peylin et al., 2013; data source: http://transcom.lsce.ipsl.fr/), and (2) as simulated by 10 dynamic vegetation models (DGVMs) for the 1990s (green) and 2000s 
(light green) (Piao et al., 2013; data source: http://www-lscedods.cea.fr/invsat/RECCAP/). The divisions of land regions are shown in the map. (Bottom) Bar plots showing 
decadal average CO2 fluxes for 11 ocean regions (1) as estimated by 10 different atmospheric CO2 inversions for the 1990s (yellow) and 2000s (red) (data source: http://
transcom.lsce.ipsl.fr/), (2) inversion of contemporary interior ocean carbon measurements using 10 ocean transport models (dark blue) (Gruber et al., 2009) and (3) surface 
ocean pCO2 measurements based air-sea exchange climatology (Takahashi et al., 2009). The divisions of 11 ocean regions are shown in the map.

•  Ecosystem models 
poorly represent 
mortality and land-use 
change 
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1990s 2000s 

•  Ecosystem models did 
not include land 
management and 
nitrogen deposition 

•  Even over Europe, too 
few atmospheric 
stations result in large 
errors 
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(un)closed budgets at the 
continental scale



Country scale  budgets 

good match with observed concentrations that exhibit large
diurnal variability.
[4] Until recently, most regional scale inversions have

worked with “synthetic data” to test the performance of the
inversion methods and the measurement network [e.g.,
Zupanski et al., 2007; Carouge et al., 2010; Gourdji et al.,
2010; Tolk et al., 2011]. Such work is obviously of consid-
erable importance, but as synthetic flux fields form the basis
of these methods it remains speculative to which extent the
results can be generalized toward the real world. To test
whether such regional methods produce credible results
when applied to real observed data requires an independent
comparison with observed flux data. The lack of appropriate
data has unfortunately often presented a significant hurdle for
such validation. For instance, the inversions by Göckede
et al. [2010] use observed concentration data from two tow-
ers, but lack an independent validation of the calculated
fluxes, while Rivier et al. [2010] evaluate their results against
independent biosphere model calculations. Recently, as more
appropriate flux data have become available, such data have
been used for validation: Schuh et al. [2010], Broquet et al.
[2011], and Lauvaux et al. [2012] evaluate fluxes against
tower measurements, and Lauvaux et al. [2009] also employ
additional aircraft measurements.
[5] In this study, we extend that analysis further from the

campaign scale to the seasonal scale by applying two state-
of-the-art inversion methods to obtain the CO2-fluxes for the
Netherlands for the year 2008. The inversion schemes we use
are based on previous theoretical and synthetic work by Tolk
et al. [2009, 2011]. A relatively dense and well-maintained
network of four towers is used for the CO2 concentration
measurements. A large amount of flux measurements by

aircraft (O. S. Vellinga et al., Calibration and quality assur-
ance of flux observations from a small research aircraft,
submitted to Journal of Atmospheric and Oceanic Technol-
ogy, 2012) is available for all the seasons in 2008 to validate
the calculated fluxes. This setup also offers the opportunity to
test the usefulness of the existing concentration measurement
network for regional inversions.

2. Methods

[6] The setup of the modeling work is, to a large extent,
similar to that in the previous studies: Tolk et al. [2009] for
the forward modeling and Tolk et al. [2011] for the inversion
modeling. A Bayesian inversion scheme that uses an
ensemble Kalman filter with prior fluxes, is applied to esti-
mate the surface CO2 fluxes. Based on the comparison
by Tolk et al. [2011], the two best performing inversion
setups (“parameter” and “pixel” inversion) were selected. In
contrast to the previous synthetic data study, the inverse
modeling is performed with real CO2 concentration mea-
surements. No “synthetic truth” is involved. Another differ-
ence with the Tolk et al. [2009, 2011] studies is that the
calculations are performed with season-dependent model
parameters, rather than stationary model parameters.
[7] The next paragraphs present a summary of the model-

ing system used, and document the specific changes com-
pared to the previous studies. The observation methods are
also described.

2.1. Transport Model and Background Fields
[8] The transport model used in this study is the Regional

Atmospheric Modeling System (RAMS), specifically ver-
sion B-RAMS-3.2, with some adaptations described in Tolk
et al. [2009]. The domain includes the Netherlands and
some of its surroundings (Figure 1). For this study, a single
grid with 10 km resolution is used. Reanalysis data from
ECMWF (which we imported at resolution 0.5!) are used for
initialization and boundary conditions for the meteorological
fields, where nudging is applied only close to the boundaries.
Sea surface temperatures are also obtained from the ECMWF
reanalysis.
[9] The CO2 transport is calculated simultaneously with

the atmospheric modeling (Eulerian method). For initial and
boundary conditions of the CO2 mixing ratios, optimized
fields at 1! " 1! resolution from CarbonTracker Europe
[Peters et al., 2010] were used. Ensemble modeling is
applied: One hundred three-dimensional CO2-fields are
simulated simultaneously, each of them driven by its own
surface flux field (see hereafter).

2.2. Surface Modeling
[10] The surface model LEAF-3 is part of RAMS, and is

used to calculate the meteorological fluxes from the land
to the atmosphere. Land use is specified according to the
Corine2000 database, and Leaf Area Index (LAI) according
to MODIS data (monthly values). The domain contains six
different land use classes, as shown in Figure 1. The crop-
covered pixels are classified according to the absence
(“crops-1”) or presence (“crops-2”) of significant areas of
natural vegetation. Subgrid patches of grassland and maize
are more abundant in land use class crops-2 than in land use
class crops-1. The latter is characterized by more large-scale

Figure 1. Dominant land use class per pixel (crops-2 has
more natural vegetation mixed with the crops than crops-1).
Triangles indicate concentration measurements: Lutjewad
(north), Cabauw (west), Loobos (center), and Hengelman
(east). Region shown is longitude 2.56!E–8.44!E, latitude
50.45!N–54.05!N.
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pixel and parameter 
inversion
ensemble Kalman filter
comparison with aircraft 
data

Meesters et al., 2012, JGR

suggest, however, a lower sensitivity specifically for the
coastal station Lutjewad. A further observation is that the fit
of the CO2 mixing ratios is practically always better for the
pixel inversion than for the parameter inversion. This is to be
expected, as the pixel inversion has much more degrees of
freedom.
[28] Nevertheless, the posterior concentrations still differ

considerably from the observations. The main contributions
to this difference stem from (1) transport errors, and (2) errors
in the flux model. The synthetic runs of Tolk et al. [2011] for
the same network had much smaller RMS of the concentra-
tion difference. Since these runs used the same transport
model, but strongly different flux models, for the forward run
(creating synthetic concentrations) and the inversion, they

show that the inversion can correct the errors caused by a
wrong flux model, provided the transport model is accurate.
Hence, it is likely that the decreased performance with real
data is not due in the first place to errors in the flux model, but
to the difference between the real and modeled transport. It is
well known [e.g., Gurney et al., 2002; Stephens et al., 2007]
that current schemes for transport modeling have imperfect
treatment of vertical transport in the atmospheric boundary
layer.

3.2. Flux Estimates and Uncertainty
[29] We now turn to the comparison of the best estimates of

the fluxes for both inversion methods. Figure 4 gives an
overview of the flux-averages (terrestrial biogenic part) for

Figure 3. The same as Figure 2 but for station Lutjewad.

Figure 2. Example of observed and modeled CO2 concentration time series: Cabauw, summer. (left) Day-
time average, with root-mean square values for the differences between observed and modeled values.
(right) Distribution of residuals (hourly daytime values), with means and standard deviations.

MEESTERS ET AL.: NETHERLANDS CO2 INVERSION D20306D20306

5 of 13



The GHG Balance of the Netherlands
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good match with observed concentrations that exhibit large
diurnal variability.
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inversion methods and the measurement network [e.g.,
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et al. [2009]. The domain includes the Netherlands and
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fields, where nudging is applied only close to the boundaries.
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used to calculate the meteorological fluxes from the land
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Atmosphere: sources of 
error

Gerbig et al., 2009



Mesoscale inversions



Uncertainty reduction at 
country scale

No “observations’ 
in Germany

Impact wider than just  
surrounding areas 

But also large model  
differences



Berlin 
• Reported emission of 46 Mt CO2 per year 
• Targeted uncertainty 7 Mt CO2/yr (single 

overpass estimate) 

Estimating CO2 fluxes at 
local-scale

Bovensmann et al



Bridging scales
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Combined    uncertainty

Bridging scales

Country scale Field scale 

Sa
te

llit
es

 Surface networks

Global scale

Fl
ux



Needs
• To be able to detect reductions in fossil fuel we need to refocus (observations, 

models) 

• Extend in situ observations through ICOS, and 14C efforts and use in inversions 
models 

• Provide harmonised bottom up data for countries within Europe and outside 

• Substantial errors in setup, a priori structure of the mesoscale inversions (very little 
real inversions) 

• Do HR mesoscale inversions (set up model inter comparisons  à la Eurocom) 

• At the country scale the uncertainties are enlarged, but this may provide the key to 
future development: e.g. VERIFY 

• Identify bottlenecks, uncertainties etc. through thorough analysis of bottom up 
and top down 


